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A B S T R A C T

Accurate segmentation of breast mass in 3D automated breast ultrasound (ABUS) plays an important role
in breast cancer analysis. Deep convolutional networks have become a promising approach in segmenting
ABUS images. However, designing an effective network architecture is time-consuming, and highly relies on
specialist’s experience and prior knowledge. To address this issue, we introduce a searchable segmentation
network (denoted as Auto-DenseUNet) based on the neural architecture search (NAS) to search the optimal
architecture automatically for the ABUS mass segmentation task. Concretely, a novel search space is designed
based on a densely connected structure to enhance the gradient and information flows throughout the network.
Then, to encourage multiscale information fusion, a set of searchable multiscale aggregation nodes between
the down-sampling and up-sampling parts of the network are further designed. Thus, all the operators within
the dense connection structure or between any two aggregation nodes can be searched to find the optimal
structure. Finally, a novel decoupled search training strategy during architecture search is also introduced
to alleviate the memory limitation caused by continuous relaxation in NAS. The proposed Auto-DenseUNet
method has been evaluated on our ABUS dataset with 170 volumes (from 107 patients), including 120 training
volumes and 50 testing volumes split at patient level. Experimental results on testing volumes show that our
searched architecture performed better than several human-designed segmentation models on the 3D ABUS
mass segmentation task, indicating the effectiveness of our proposed method.
1. Introduction

Automated breast ultrasound (ABUS) is an emerging imaging modal-
ity, complementary with mammogram, for breast cancer diagnosis, as
it can improve sensitivity of cancer detection in dense breasts (van
Zelst and Mann, 2018; Vourtsis and Kachulis, 2018). Besides, compared
with mammogram and 2D ultrasound, the 3D ABUS can show multi-
slices and has higher reproducibility, which is important for temporal
comparison (Kozegar et al., 2018). Segmentation of breast mass in
ABUS is essential in breast cancer analysis, such as surgical planning,
3D lesion construction, and designing of computer-aided diagnosis
(CAD) systems (Tan et al., 2012; Gómez-Flores and Ruiz-Ortega, 2016).
However, mass segmentation in ABUS is challenging, due to serious
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artifacts in ABUS images, ambiguous mass boundaries, and large shape
and size variations of breast masses, as shown in Fig. 1.

In recent years, due to powerful automated representation capa-
bility of convolutional neural networks (CNNs), deep learning based
methods have made remarkable progress in medical image analysis
community (Zhou et al., 2021b; Cao et al., 2021; Wang et al., 2019a;
Kumar et al., 2020). It has been proven that the performance of CNNs
and the representations of data are highly determined by network
architecture (Ren et al., 2020). Therefore, a great number of works
have been conducted to build more effective network architectures
(Liu et al., 2020a; Wang et al., 2019b; Chu et al., 2020; Nie et al.,
2019). However, the common drawback of these human-designed
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Fig. 1. Two breast mass samples/cases in our ABUS dataset. Note (1) serious artifacts
and ambiguous boundaries in these samples, and (2) huge size variation across different
samples in the dataset, i.e., the volume size is around 12,878 mm3 for the first sample
(Case 1) while only around 29 mm3 for the second sample (Case 2).

architectures is that they rely highly on researchers’ prior knowledge
and experience. Besides, it is also difficult for researchers to think
outside of the box in many cases. As a result, the designed architecture
may not be the optimal, which negatively affects the performance of
designed networks.

To solve the aforementioned problem, the neural architecture search
(NAS) method has been proposed (Zoph and Le, 2017; Ren et al., 2020).
The basic idea of NAS is to reduce the intervention of human and enable
the network design architecture automatically for a specific task. It is
worth noting that the recent NAS based methods have successfully out-
performed human-designed architectures in both natural and medical
image processing tasks (Liu et al., 2018; Zoph et al., 2018; Real et al.,
2019; Ji et al., 2020; Li et al., 2020), indicating great potential of NAS.
In this paper, we will mainly study the 3D ABUS mass segmentation
problem based on the NAS approach.

Specifically, we develop a NAS-based segmentation framework
(namely, Auto-DenseUNet) to reduce dependence on expert’s domain
knowledge when segmenting breast mass in ABUS images. To this end,
we first design a multiscale segmentation search space that consists
of three different kinds of cells, including reduction cell, normal cell,
and expansion cell. Following the classic encoder–decoder structure,
the reduction cell and expansion cell are designed to extract feature
representations at different scales. In particular, the reduction cell
has a densely connected structure, which encourages information and
gradient flows throughout the whole network. The normal cell is used
to aggregate feature maps at different scales to enrich semantic repre-
sentation. By these newly designed cells, our search space is specifically
suitable for masses with large size variation. To perform effective
network search, we investigate the continuous relaxation (Liu et al.,
2019b), which relaxes the discrete search space into the continuous
space. In this way, the problem of identifying the optimal architecture
is formulated as an optimization problem that can be solved by highly
effective gradient descent methods. However, the continuous relaxation
consumes too much computational memory in the searching process,
especially in 3D medical image segmentation tasks. To solve this issue,
we design a decoupled search training strategy in this paper. Specifi-
cally, we utilize two hyper-parameters to control the number of feature
2

maps through the entire network. Then, we search the architecture
with smaller number of feature maps to alleviate the memory limitation
and retrain the searched network with larger number of feature maps
to enrich feature representation. Comprehensive experimental results
show obvious improvement of our proposed method in ABUS mass
segmentation, compared with human-designed segmentation networks
as well as existing ABUS mass segmentation methods.

The contributions of this paper are summarized as follows:

• We propose Auto-DenseUNet, a NAS-based mass segmentation
framework with densely connected structure and multiscale in-
formation fusion scheme, for automatically searching the optimal
segmentation architecture in a pre-defined search space.

• We introduce a decoupled search training strategy into the Auto-
DenseUNet, for relieving the computing memory burden during
architecture searching and encouraging the searched network to
learn richer feature representation during the training.

2. Related works

2.1. ABUS mass segmentation

Hand-crafted-features based Methods: Early ABUS mass segmenta-
tion were mainly based on hand-crafted features (Kozegar et al., 2018;
Agarwal et al., 2017; Tan et al., 2016; Araújo et al., 2017; Xi et al.,
2017). For example, Agarwal et al. (2017) developed a semi-automatic
framework for breast lesion segmentation based on the watershed
algorithm. This framework achieved a mean Dice similarity coefficient
(DSC) of 0.69 in 56 volumes. Tan et al. (2016) utilized a depth-guided
dynamic programming based on spiral scanning method to segment ma-
lignant lesions in the 3D ABUS images, and reported a DSC of 0.73 on
a dataset of 73 cancers. Xi et al. (2017) proposed a mass segmentation
method with prior knowledge learning of abnormal mass regions. They
first extracted a series of hand-crafted features on the super-pixels of
ABUS images, and then applied a SVM classifier to classify these super-
pixels into different classes. Finally, the learned prior knowledge was
fine-tuned by a level-set segmentation algorithm. Kozegar et al. (2018)
proposed a two-stage approach that incorporated shape information
into the segmentation process. At the first stage, they utilized an adap-
tive region growing algorithm to generate a rough boundary of breast
mass. In the second stage, they used the rough boundary as an initial
contour for the level-set method (Li et al., 2010). But, the common
limitation of all these traditional algorithms is that the segmentation
performance is dependent on hand-crafted features.

Deep Learning based Methods: Recent progresses on ABUS mass
segmentation are mainly from deep learning based methods (Xing et al.,
2020; Cao et al., 2020; Zhou et al., 2021a; Wang et al., 2020). In
most cases, these deep learning based methods perform better than
the traditional hand-crafted-feature based algorithms. For example,
based on the classic VNet (Milletari et al., 2016), Zhou et al. (2021a)
developed a multi-task framework combining breast mass segmentation
and classification into one network, to promote the two tasks each
other. They further utilized an iterative feature-refining mechanism
to suppress noise in ABUS images. To alleviate the class imbalance
between foreground and background, Cao et al. (2020) introduced a
combined region and boundary constrained loss function to improve
the segmentation performance on an improved VNet. This method
achieved a DSC of 0.82 on a dataset of 83 volumes. Xing et al. (2020)
proposed a semi-pixel-wise cycle generative adversarial network for
segmenting breast lesion in 2D ultrasound images. They reported a
DSC improvement of 2% and 13% over the fully convolutional neural
network and the level-set method, respectively. Wang et al. (2020)
proposed a densely supervised network, utilizing the pre-trained C3D
model (Tran et al., 2015), to alleviate the over-fitting problem. They
further introduced a threshold map to supply adaptive thresholds for
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classifying the probability maps. Cao et al. (2021) constructed a dilated
densely connected UNet to address the large shape and size of breast
masses in ABUS data, and reported better performance than several
classic segmentation networks. Although these deep learning based
methods benefit from automatic feature representations than the tradi-
tional segmentation methods, designing effective network architecture
highly relies on expert’s domain knowledge.

2.2. Feature aggregation

The skip connections introduced in the encoder–decoder networks
(Ronneberger et al., 2015; Kamnitsas et al., 2017) can be seen as a
simple case of feature aggregation. Although these networks have the
ability to fuse structural information from encoder to decoder, there
is no solid evidence that can prove they have optimal structures for
feature fusion. Consequently, hierarchical feature aggregation scheme
has been explored in recent literature (Zhao et al., 2020; Zhou et al.,
2020; Tian et al., 2019; Ruan et al., 2020). The Triple-UNet (Zhao et al.,
2020) introduced a progressive dense feature aggregation, where the
network was encouraged to fuse features progressively from different
branches. Zhou et al. (2020) proposed UNet++ through an ensemble of
U-Nets of varying depths. They further utilized skip connections to ag-
gregate features in different semantic scales for highly flexible feature
fusion scheme. Tian et al. (2019) designed a data-dependent upsam-
pling (DUpsampling) to replace bilinear interpolation in the decoder
of the network. The DUpsampling has better flexibility in leveraging
almost arbitrary combinations of features from the CNN encoder. The
above operations in aggregation nodes and the connections between
different nodes were designed by human expert. In this paper, we
construct a searchable multiscale and multi-label aggregation scheme
to automatically select the best operations and connections.

2.3. Efficient methodologies for image segmentation

Designing an effective deep learning based framework for a specific
task requires high-level domain knowledge and experience of human
designers. Especially for 3D medical image analysis, a small error may
lead to large performance decrease (Litjens et al., 2017). Consequently,
efficient methodologies that reduce the interaction of expert and auto-
matically determine the configurations of deep learning approaches are
desired. One solution to this problem is the rule-based methods (Barze-
gar and Jamzad, 2019; Isensee et al., 2021) that formulate the depen-
dencies between specific dataset properties and design choices, such
as nnUNet (Isensee et al., 2021). The rule-based parameters in nnUNet
include the architecture topology, intensity normalization, resampling,
and batch size, etc. The other solution to this problem is AutoML, which
targets a progressive automation of machine learning, based on princi-
ples of optimization and machine learning itself (Hutter et al., 2019).
Generally, AutoML includes hyper-parameter optimization (HPO) (Luo,
2016; Mackay et al., 2019), meta-learning (Hospedales et al., 2021)
and NAS. The HPO aims to automatically set deep learning hyper-
parameters to optimize performance. The meta-learning learns how to
learn across tasks, while the NAS focuses on designing more effective
network architectures for specific tasks. In the following, we mainly
review the NAS-based approaches both in natural image segmentation
and medical image segmentation.

Natural Image Segmentation with NAS: The effectiveness of NAS
was mainly verified on classification task in previous studies (Zoph
et al., 2018; Nekrasov et al., 2019), since classification is among
the most fundamental tasks in vision recognition. Generally, applying
NAS techniques from classification to segmentation tasks have the
following requirements: (1) more relaxed and general search space to
accommodate higher image resolution, and (2) more efficient search
method to meet heavier computation caused by higher resolution.
3

Therefore, Liu et al. (2019a) designed a hierarchical architecture search
Table 1
Number of volumes in different types of breast masses and volume size groups in the
ABUS dataset.

Types of masses Volume sizes of masses (mm3)

Benign Malignant (0, 500] (500, 1000] (1000, 3000] (3000, 20 000]

Total 51 119 66 29 54 21
Training 39 81 53 18 37 12
Testing 12 38 13 11 17 9

space to search the architecture both in cell and network levels. The cell
architecture is defined as small repeated modules that extract feature
representations, while network architecture is used to control the opti-
mal spatial change. Chen et al. (2020) proposed latency regularization
to make a balance between high accuracy and low latency. In the spirit
of knowledge distillation (Hinton et al., 2015), they further designed
a new co-searching framework, where the performance is boosted
by the teacher–student distillation. Although above methods achieved
satisfactory performance for natural image segmentation, directly ap-
plying these models to medical image segmentation may suffer from
performance degradation, due to obvious difference between natural
and medical images. For example, the 3D ABUS images used in this
paper require much higher computational resources than the 2D natural
images, and the signal to noise ratio (SNR) of 3D ABUS images is also
much smaller than most 2D natural images.

Medical Image Segmentation with NAS: The study of NAS-based
medical image segmentation is at the early stage. The SCNAS (Kim
et al., 2019) constructed an encoder–decoder search space, which
included five different types of cells. Each cell was represented as a
directed acyclic graph (DAG), and operators and connections could
be searched inside the DAG. Different from the SCNAS that utilized
differentiable NAS, the RONASMIS model (Bae et al., 2019) intro-
duced resource optimized discrete NAS scheme on 3D medical image
segmentation, and achieved better performance than the SCNAS on
several datasets. Although attention mechanism has achieved satisfying
results in medical image segmentation, the usage of spatial or chan-
nel attention module is mainly determined by designer’s experience.
Consequently, Liu et al. (2020b) designed a search space to search the
optimal attention modules. Besides, a synchronous search approach was
utilized to search architectures independently for different attention
modules. Ji et al. (2020) introduced an UXNet to search multi-level
feature aggregation for 3D medical image segmentation. Similar to
Ji et al., in this paper, we also utilize the NAS to search multiscale
feature fusion scheme. However, there are several differences between
Ji et al.’s (Ji et al., 2020) and ours. First, our search space has higher
degree of freedom and richer feature representations than those in Ji
et al. (2020). We use densely-connected structures in reduction cell to
encourage richer feature representations, and each reduction cell has
more paths to search than those in Ji et al. (2020). Besides, our method
has better information and gradient flow due to the use of the densely-
connected structures. Furthermore, with the decoupled search training
strategy, our search space is deeper and more flexible for 3D medical
image segmentation.

3. Materials and methods

3.1. Materials

The ABUS dataset used in this paper was obtained from Peking Uni-
versity People’s Hospital using the freehand ACUSON 2000 Ultrasound
System (Siemens). Each patient has four volumes from different views,
including left lateral (LLAT), left medial (LMED), right lateral (RLAT),
and right medial (RMED). To conduct mass segmentation, we only
select volumes with breast masses. A total of 170 volumes (from 107
patients) are used. To evaluate the proposed method, we randomly split
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Fig. 2. Search space of the proposed Auto-DenseUNet for ABUS mass segmentation. (a) The overall search space, and (b–c) details of the reduction cell and the normal cell,
respectively.
these data into 120 volumes (from 75 patients) for training and other
50 volumes (from 32 patients) for testing. More detailed information
of the training and testing set is listed in Table 1, including the types
of breast masses and the volume sizes of masses in the ABUS dataset.
From (0, 500] mm3 to (3000, 20 000] mm3, the approximate maximum
diameter of lesions in different groups are 1.2 cm, 1.8 cm, 2.6 cm and
4.8 cm, respectively. As the volume size variation is large, we divide the
ABUS dataset into four groups according to the volume sizes of breast
masses, as illustrated in Table 1. All volumes have an image size of
318 × 716 × 565, with a voxel spacing of 0.52 mm×0.07 mm×0.21 mm
along transversal, coronal and sagittal views, respectively. As CNNs
are not able to naively discover voxel spacing (Isensee et al., 2021),
we first resample each ABUS volume with an isotropic voxel spacing
of 0.52 mm × 0.52 mm × 0.52 mm, thus yielding a resampled image
size of 318 × 76 × 290. Then, we crop a 128 × 64 × 128 region of
interest (ROI) from each resampled volume before inputting it to the
segmentation network. In most cases, the center of the ROI is the center
of breast mass. If a breast mass is located near the border of the volume,
the center of the ROI is adjusted far from the boundary. In this way,
all the extracted ROIs have the same volume size with non-zero values,
and the segmentation network will not memorize the locations of breast
masses.

As there is no public 3D breast ultrasound dataset so far, we further
utilize a publicly available 3D cardiac MRI dataset (left atrium segmen-
tation) from the Medical Segmentation Decathlon challenge (Simpson
et al., 2019) to evaluate the proposed Auto-DenseUNet. The 3D cardiac
MRI dataset has 20 volumes for training and other 10 volumes for
testing with large variability. Since the ground-truth labels for testing
volumes are not provided in the 3D cardiac MRI dataset, we conducted
a same five-fold cross-validation splits on the training dataset as the
nnUNet. For a fair comparison, all the comparison methods utilize this
same splits.

3.2. Methods

In this section, we first elaborate the proposed search space that
defines all candidate network architectures. Then, we introduce a
gradient-based search method, called continuous relaxation, which
4

searches the optimal architecture in the search space. Finally, we
present a novel decoupled search training strategy to relieve the mem-
ory limitation problem in the NAS-based medical image segmentation
task.

3.2.1. Search space
We follow the successful human-designed architecture and construct

a searchable U-shape segmentation network with the encoder and
decoder (Auto-DenseUNet). As shown in Fig. 2(a), the search space
consists of encoding path (four reduction cells), decoding path (four ex-
pansion cells), and aggregation nodes (four normal cells), where a cell
is defined as small repeated modules. To encourage the information and
gradient flow in the search space, we employ the densely-connected
structure in the reduction cell (Fig. 2(b)). We further use several
multiscale connections between each aggregation node in the search
space to encourage multiscale information fusion (See dash arrows in
Fig. 2(a)).

Reduction Cell: Reduction cell is expected to learn rich feature rep-
resentations in the current scale and reduce the feature map size for
the next cell. To this end, we design the reduction cell as a densely-
connected structure, as illustrated in Fig. 2(b). Similar to the dense
block in DenseNet (Huang et al., 2017), the densely-connected structure
of a reduction cell can be formulated as:

𝑥𝑙 = 𝑙([𝑥0, 𝑥1,… , 𝑥𝑙−1]) (1)

where 𝑥𝑙 denotes the 𝑙th feature map in the reduction cell. 𝑙 ∈ 𝐿 is
the layer number, and [⋅] is the concatenation function.  is the non-
linear transformation, which is defined as a combination of convolution
(Conv), batch normalization (BN), and rectified linear units (ReLu). The
‘conv’ in  is searchable (denoted as gray dotted lines in Fig. 2(b)),
with the following candidate operators: 3 × 3 × 3 conv, 3 × 3 × 3 conv
with dilation 2, 3 × 3 × 3 conv with dilation 3, 5 × 5 × 5 conv, and
5 × 5 × 5 conv with dilation 2.

According to Eq. (1), the number of feature maps in the 𝑙th layer
is 𝑘0 + 𝑘 × (𝑙 − 1), where 𝑘0 is the number of input channels, and
𝑘 is called growth rate. In this paper, we adopt three approaches to
improve the computational efficiency. First, we set a smaller layer 𝐿
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Fig. 3. Graphical illustration of the continuous relaxation approach. (a) A densely-
connected cell structure to be learned. Dashed arrows represent searchable operations,
and the specific operator is unknown. (b) Continuous relaxation of the search space.
Each edge between two adjacent feature maps is a mixture of all candidate operators.
(c) Joint optimization of network weights and architectures. Thicker arrows indicate
larger weights for respective operators. (d) Discrete search space. The final architecture
is determined by selecting operators with the largest weights.

in reduction cell. 𝐿 was set as 6 for all the reduction cells. Second,
bottleneck layer is employed into the reduction cell. Concretely, we

tilize a 1 × 1 × 1 convolution before the non-linear transformation 
to produce 4k feature maps. In this way, the number of feature maps
in deeper layers can be reduced. Finally, the output of reduction cell is
further followed by a 1 × 1 × 1 convolution, and the number of feature

aps is reduced as half of the last layer in dense block. A stride of 2 is
et in the convolution to downsample the feature map size by 2.

ormal Cell: The four normal cells (green circles in Fig. 2(a)) are
esigned for information fusion across different scales of feature maps,
ince multiscale feature fusion is proven to be effective in medical
mage segmentation tasks by human-designed networks (Zhou et al.,
020). As shown in Fig. 2(a), each normal cell takes feature maps
rom previous cells as input, and outputs to adjacent cells in different
cales. Details inside the normal cell are illustrated in Fig. 2(c). A
× 1 × 1 convolution is first utilized to convert feature maps from

different scales into the same size and depth. Next, these feature maps
are fed into searchable operators with different weights, and the output
of normal cell is the weighted summation of three branches. The
candidate operators in normal cell are 3 × 3 × 3 conv, 3 × 3 × 3 conv
with dilation 2, 3 × 3 × 3 conv with dilation 3, and 5 × 5 × 5 conv.
It is worth noting that the weights of three branches are also learnable
during searching. When searching is completed, if the weight is below a
certain threshold, the whole corresponding branch will be deleted from
the network architecture.

Expansion Cell: The main function of expansion cell is to restore
feature maps to the original image size. Besides, the expansion cell is
not desired to learn abundant feature representations as the reduction
cell and the normal cell. Therefore, all the operations in expansion cells
are fixed. Concretely, we first construct the expansion cell similarly as
the normal cell, and then replace the searchable operators with trilinear
interpolation, followed by a fixed 3 × 3 × 3 convolution. The weight
of constant connection in expansion cell is set as 1 in order to assign
larger weight on the decoder part of the network.

Stem and Head: In segmentation task, the stem is usually designed as
a group of Conv-ReLu-BNs to reduce the size of feature maps, so that
we can build a larger search space under the limited computational
memory. Consequently, we follow the existing structures (Cao et al.,
5

2021), and set the stem as a 7 × 7 × 7 convolution with stride 2, e
Algorithm 1 Pseudo code of the bi-level optimization process
1: while not converge do
2: Update network weights 𝑤 by ∇𝑤𝑡𝑟𝑎𝑖𝑛A(𝑤, 𝛼, 𝛽)
3: Update architecture 𝛼, 𝛽 by ∇𝛼,𝛽𝑡𝑟𝑎𝑖𝑛B (𝑤∗(𝛼, 𝛽), 𝛼, 𝛽)
4: end while
5: Construct the discrete architecture according to 𝛼 and 𝛽

followed by a 3 × 3 × 3 max-pooling operation. The head includes
two trilinear interpolations followed by convolutions to ensure that the
output of segmentation network has the same dimension as the input.

3.2.2. Continuous relaxation of search space
In this paper, we employ the continuous relaxation approach (Liu

et al., 2019b) to transform the discrete search space into continuous
space, so that the architecture can be searched through a gradient-based
optimization. Two types of architectures can be searched, including
cell architecture and network architecture. The cell architecture is de-
fined as searchable operations inside cells, while network architecture
represents connections between different cells.

For the cell architecture, the continuous relaxation can be formu-
lated as:

�̄�(𝑖,𝑗)(𝑥) =
∑

𝑜∈𝑂

exp
(

𝛼(𝑖,𝑗)𝑜

)

∑

𝑜′∈𝑂 exp
(

𝛼(𝑖,𝑗)𝑜′

) 𝑜(𝑥) (2)

here 𝑥 represents the potential feature maps. 𝑜 ∈ 𝑂 represents a non-
inear operation on 𝑥, and 𝑂 denotes all the available operations in the
urrent cell. 𝛼(𝑖,𝑗)𝑜 indicates a learnable weight on the current operation
from feature layer 𝑖 to feature layer 𝑗). In this way, the unknown
peration on the current feature map is represented as a weighted
ombination of all available operations, and the task of finding the best
peration in search space is transformed into learning of weights 𝛼.
n the end of search, the optimal operation can be found by selecting
perator with the largest 𝛼, as shown in Eq. (3). Fig. 3 shows a graphic
llustration of the continuous relaxation.
(𝑖,𝑗) = argmax𝑜∈𝑂 𝛼(𝑖,𝑗)𝑜 (3)

Similar to the cell architecture, we design the continuous relaxation
f network architecture as:

̄ =
∑

𝑐∈𝐶

exp
(

𝛽𝑐
)

∑

𝑐′∈𝐶 exp
(

𝛽𝑐′
)𝑇 (𝑥𝑐 ) (4)

where �̄� represents the output feature maps in the current cell. 𝑥𝑐
denotes the output feature maps in the previous cells, and 𝐶 indicates
all the cells that connect to the current cell. 𝑇 denotes non-linear
transformation, including feature maps aligned in different scales and
the mixed operators �̄�(𝑖,𝑗)(𝑥) in Eq. (2). In the end of searching, a
earchable connection is reserved if its corresponding weight 𝛽𝑐 is
arger than a certain threshold.

During the searching, the training set is divided into two parts:
𝑟𝑎𝑖𝑛A and 𝑡𝑟𝑎𝑖𝑛B. Then, the network architecture (𝛼, 𝛽) and net-
ork parameters (𝑤) can be trained by solving the following bi-level
ptimization problem (Liu et al., 2019a):

in𝛼,𝛽 𝑡𝑟𝑎𝑖𝑛B (𝑤∗(𝛼, 𝛽), 𝛼, 𝛽)
s.t. 𝑤∗(𝛼, 𝛽) = argmin𝑤 𝑡𝑟𝑎𝑖𝑛A(𝑤, 𝛼, 𝛽)

(5)

As illustrated in Algorithm 1, the optimization process in Eq. (5)
can be conducted by alternatively updating network weights 𝑤 and
architectures 𝛼, 𝛽. In the end of searching, a discrete segmentation
network can be constructed according to the learned architectures 𝛼
and 𝛽. In this paper, we employ Dice loss (Milletari et al., 2016) as loss
unction for breast mass segmentation to avoid biased predictions to
ackground, and also employ a first-order approximation approach (Liu

t al., 2019b) in Eq. (5) to improve the optimization efficiency.
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3.2.3. Decoupled search training
The continuous relaxation of search space consumes most of the

computational memory during the searching, which limits the network
with a larger number of feature maps. The reason is that the contin-
uous relaxation combines all the feature maps of available operators.
Besides, the 3D medical image segmentation task is another reason
that contributes to larger memory usage. Generally, the NAS method
first searches the optimal architecture in the search space, and then
re-trains the searched architecture from scratch. Meanwhile, most ex-
isting methods will not change every detail of the searched network
architecture. Since the NAS can be seen as a special case of hyper-
parameter tuning (Liu et al., 2019b), if the number of feature maps
is treated as a hyper-parameter (independent of NAS), we could search
the architecture with a smaller number of feature maps, and train the
searched network with a larger number of feature maps. Based on
this observation, we introduce a decoupled search training strategy to
alleviate the memory limitation problem.

Concretely, as the reduction cells are densely-connected structure,
the number of feature maps of each cell can be calculated exactly.
Then, we set normal cells and expansion cells to have the same number
of feature maps as the reduction cell in the same level. For example,
cell3,1, cell5,1 and cell7,1 have the same feature map numbers as the
output of cell1,1. In this way, feature map numbers in the whole
search space are only determined by the number of initial features
of cell0,0 (𝑁𝑥0) and growth rate (𝑘). In this paper, we set 𝑁𝑥0 and 𝑘
s two separate hyper-parameters, and use smaller 𝑁𝑥0 and 𝑘 during
rchitecture search. Then, we train the optimal network with larger
𝑥0 and 𝑘. During the searching, 𝑁𝑥0 and 𝑘 are set to 64 and 16,

espectively, according to the trade-off between memory usage and
omputational efficiency.

. Experiments and results

.1. Implementation details

All the experiments in this paper are conducted using PyTorch
ith an NVIDIA 2080Ti GPU. In the searching process, Adam (Kingma
nd Ba, 2015) optimizer is employed for the optimization of network
eights 𝑤. Both initial learning rate and weight decay are set as 1e–3,
nd cosine learning rate scheduler is adopted. Network architectures 𝛼
nd 𝛽 are initialized as standard Gaussian times 1e–3, and optimized
ith another Adam optimizer. The initial learning rate is set as 1e–
, and weight decay is set as 1e–4. Following the work in Liu et al.
2019a), we start optimizing 𝛼 and 𝛽 after 20 training epochs to avoid
ocal optima of architectures when the network weights 𝑤 are not well
rained. In both searching and training, the batch size is set as 2, and
ata augmentation strategy is utilized on-the-fly, including random flip
nd elastic transform. We search all the operators independently in
eduction cells to encourage a more flexible search space. In addition,
ame as existing modular search strategies (Saikia et al., 2019; Li
t al., 2021), all normal cells share the same operator to reduce the
omplexity of search space to some degree. In the end of searching
rocess, we first build the discrete segmentation network according to
he searched architecture, and then re-train the searched segmentation
etwork from scratch. To better determine those hyper-parameters, we
plit 20 volumes (from 13 patients) in the training set for validation. For
he cell architecture, we select the operators with the largest weights
Eq. (3)). For the network architecture, we threshold the connection
eights with 0, 0.2, 0.4, 0.6, 0.8 and 1, and then select the architecture
ith the best performance. In this paper, the optimal architecture
ccurs when threshold is 0. Thus, we preserve all the connections
etween different cells. The searching time is around 30 h, while the
raining process takes around 10 h.
6

Table 2
Searched operators in reduction cells. 𝐿 is the layer number in these cells.
𝐿 Cell

(0,0) (1,1) (2,2) (3,3)

1 5 × 5 × 5 conv 3 × 3 × 3 conv 3 × 3 × 3 conv 3 × 3 × 3 conv
with dilation 2 with dilation 3 with dilation 3 with dilation 2

2 5 × 5 × 5 conv 3 × 3 × 3 conv 3 × 3 × 3 conv 3 × 3 × 3 conv
with dilation 2 with dilation 3 with dilation 3

3 3 × 3 × 3 conv 3 × 3 × 3 conv 3 × 3 × 3 conv 3 × 3 × 3 conv
with dilation 3 with dilation 2 with dilation 2

4 3 × 3 × 3 conv 3 × 3 × 3 conv 3 × 3 × 3 conv 3 × 3 × 3 conv
with dilation 3 with dilation 3

5 3 × 3 × 3 conv 3 × 3 × 3 conv 5 × 5 × 5 conv 3 × 3 × 3 conv
with dilation 3 with dilation 3 with dilation 2 with dilation 3

6 5 × 5 × 5 conv 3 × 3 × 3 conv 3 × 3 × 3 conv 5 × 5 × 5 convwith dilation 2 with dilation 3 with dilation 3

Table 3
Testing results with different number of initial feature maps and different growth rate
after neural architecture search. (MeanStd).
𝑘 𝑁𝑥0 DSC (%) JI (%) HD (mm) Pre (%) Rec (%)

16 64 74.116.3 61.016.4 6.635.81 79.218.1 72.118.3
32 64 75.412.3 61.913.4 6.454.78 77.515.6 76.714.4
32 32 74.414.4 61.116.1 4.932.85 81.214.0 72.719.2
48 64 77.810.3 64.612.4 4.632.41 80.214.5 78.212.4
64 64 76.411.8 63.013.3 5.073.22 79.214.6 75.813.7

Table 4
Testing segmentation results with and without multi-scale aggregation. (MeanStd).

Multi-scale aggregation DSC (%) JI (%) HD (mm) Pre (%) Rec (%)

Without 74.514.7 61.215.9 4.933.01 83.711.7 71.119.1
With 77.810.3 64.612.4 4.632.41 80.214.5 78.212.4

4.2. Experimental methods

First, ablation studies are carried out to verify the effectiveness of
the proposed NAS method. Then, extensive comparison is conducted
between the searched architecture and the existing networks on 3D
medical image segmentation task. Finally, the proposed method is com-
pared with existing segmentation methods in both the ABUS dataset
and the cardiac MRI dataset.

Five evaluation metrics are employed to compare different segmen-
tation methods, including the region-based Dice similarity coefficient
(DSC) and Jaccard index (JI), boundary-based Hausdorff distance (HD),
as well as the pixel-wise precision (Pre) and pixel-wise recall (Rec). The
DSC and JI are defined as:

DSC = 2 ⋅ 𝑇𝑃
2 ⋅ 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃

, JI = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

(6)

where TP, FP, TN, FN are true positive, false positive, true negative and
false negative, respectively. The Hausdorff distance is formulated as:

HD(𝑃 ,𝐺) = max
{

max
𝑆𝑃 ∈𝑆(𝑃 )

𝑑
(

𝑆𝑃 , 𝑆(𝐺)
)

, max
𝑆𝐺∈𝑆(𝐺)

𝑑
(

𝑆𝐺 , 𝑆(𝑃 )
)

}

(7)

here 𝑆(𝑃 ) denotes the surface voxels of network predictions 𝑃 , and
(𝐺) denotes the surface voxels of ground truth 𝐺. 𝑑(𝑆𝐺 , 𝑆(𝑃 )) repre-

ents the shortest distance between an arbitrary voxel in 𝑆𝐺 and 𝑆(𝑃 ),
nd vice versa. The pixel-wise precision and recall are defined as:

recision = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

, Recall = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(8)

4.3. Ablation studies

Table 2 lists searched operators in the four reduction cells. It can
be observed that atrous convolution (convolution with dilation) is
extensively used. The reason may be that atrous convolution is able to
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Table 5
Comparison between searched operators and commonly-used operators by human.
(MeanStd).

Kernel DSC (%) JI (%) HD (mm) Pre (%) Rec (%)

3 × 3 conv 74.217.5 61.316.8 6.835.90 78.819.2 72.519.2
3 × 3 conv, dilation 2 72.912.5 58.714.3 6.885.16 79.014.8 70.916.4
5 × 5 conv 73.115.9 59.515.9 6.774.48 78.717.2 71.318.7
Searched operators 77.810.3 64.612.4 4.632.41 80.214.5 78.212.4

Table 6
The p-values from the student’s t-test between searched operators and commonly-used
operators used by human.

Kernel DSC JI HD Pre Rec

Searched vs. 3 × 3 conv 4.17e−2 2.86e−2 5.89e−3 0.400 7.77e−3
Searched vs. 3 × 3 conv,
dilation 2

6.90e−5 2.67e−5 5.86e−3 0.320 8.86e−6

Searched vs. 5 × 5 conv 1.11e−2 2.29e−3 3.25e−3 0.394 5.47e−4

cover larger receptive field with the same network weights as normal
convolution (Chen et al., 2018). Consequently, the network is encour-
aged to extract global structural representations of large masses. Since
we adopt a modular search strategy, all normal cells share a searched
1 × 1 × 1 conv. This is consistent with our intuitive understanding, as
he main function of normal cells is to improve information fusion from
ifferent feature maps, instead of learning more feature representations
ike reduction cells.

As mentioned in Section 3.2.3, the mixed operators in search space
revent the network from using a large number of feature maps due
o the continuous relaxation. Therefore, we set the growth rate 𝑘 to 16
nd the number of initial feature maps 𝑁𝑥0 to 64 during the searching,
nd then utilize larger 𝑘 and 𝑁𝑥0 to train the searched architecture.
n this way, the segmentation network is encouraged to learn better
epresentations with a larger number of feature maps and also optimal
perators and connections. Table 3 lists the testing segmentation results
nder different number of initial feature maps as well as different
rowth rate. It can be seen that the segmentation performance increases
hen these two hyper-parameters increase, and then decreases slightly
hen both 𝑘 and 𝑁𝑥0 reach 64. The best segmentation results occur
hen 𝑘 and 𝑁𝑥0 are set to 48 and 64, respectively, with DSC of 77.8%,

I of 64.6%, and HD of 4.63 mm. This result is obviously better than the
aseline method (𝑘 = 16, 𝑁𝑥0 = 64), which indicates the effectiveness
f the decoupled search training strategy. In the following experiments,
ll the architectures utilize 𝑘 = 48, 𝑁𝑥0 = 64 during training.

To validate the effectiveness of the multiscale feature aggregation
cheme, we compare architectures with and without normal cells.
pecifically, we build a network by removing all normal cells from the
earch space, and just preserve the skip connections between reduction
ell and expansion cell. Table 4 lists quantitative testing results with
nd without the multiscale aggregation scheme. As shown in Table 4,
hen adding the multiscale information fusion, the segmentation per-

ormance improves with respect to DSC, JI and HD. Although the
etwork without multiscale fusion achieves better precision (83.7%),
ts recall is just 71.1%. This means that more breast mass regions are
issed than the network with multiscale information fusion.

To further test the performance of the searched architecture, we
eplaced all the searched operators with commonly-used convolutional
ernels by human designer. These commonly-used operators include
× 3 × 3 conv, 5 × 5 × 5 conv, and 3 × 3 × 3 conv with dilation 2. As

llustrated in Table 5, the searched architecture achieves a significant
mprovement in the testing set compared with other methods, in terms
f all evaluation metrics. Table 6 lists p-values from student’s t-test
etween the searched operators and the commonly-used operators by
uman designers. As shown in Table 6, except for the precision (Pre),
ll other evaluation metrics are statistically significant (p < 0.05).

Fig. 4 shows boxplot of DSC and HD under different network
rchitectures with different operators. As can be seen in this figure, the
7

Fig. 4. Boxplot of different network architectures under different operators.

searched architecture has the best median and mean values compared
with the architectures with fixed operator. Particularly, the HD of the
searched architecture is significantly lower than other architectures,
indicating that the boundary of the prediction result is closer to the
ground truth. Fig. 5 shows four cases of segmentation results using
different architectures. The green, orange, blue, cyan and red lines
are the ground truth, as well as segmentation results using 3 × 3 × 3
conv, 3 × 3 × 3 conv with dilation 2, 5 × 5 × 5 conv, and the
searched operators, respectively. It can be observed that the searched
architecture achieves the best agreement with the ground truth.

4.4. Comparison with different segmentation networks

We compare our Auto-DenseUNet with several classical segmenta-
tion networks on the 3D ABUS mass segmentation, including the 3D
UNet (Çiçek et al., 2016), 3D ResUNet (Lee et al., 2017), VNet (Milletari
et al., 2016), D2UNet (Cao et al., 2021), and the nnUNet (Isensee
et al., 2021). For a fair comparison, we train the nnUNet using the
original implementation to ensure the optimal performance of nnUNet,
and evaluate the testing set using a single model without model en-
sembling. All the other segmentation networks were derived from the
available implementations and trained using the same configurations
as our proposed Auto-DenseUNet, except for the network architec-
tures. Table 7 compares segmentation results on testing data using our
Auto-DenseUNet and other networks. It can be observed that the Auto-
DenseUNet outperforms human-designed backbones considerably. Our
method achieves an improvement of over 10% than 3D UNet and 3D
ResUNet, and over 7% than VNet, in terms of DSC. Furthermore, an
obvious decrease of standard deviation compared with existing back-
bones can also be seen. It is worth noting that the D2UNet is carefully
designed specially for the ABUS mass segmentation task, in order to
address large shape and size variations of breast masses. However, our
method still performs better than the D2UNet, with an improvement
of 4.2% and 3.5% in terms of DSC and JI, respectively. The nnUNet
achieves better average DSC and JI than the proposed Auto-DenseUNet.
However, the standard deviation of DSC and JI of nnUNet is higher
than ours. In addition, the proposed Auto-DenseUNet achieves smaller
HD than nnUNet, indicating that the Auto-DenseUNet has better surface
similarity with the ground truth.

For Table 7, we design student’s t-test between our method and
other segmentation networks. As shown in Table 8, except for nnUNet,
most of the evaluation metrics are statistically significant (p < 0.05)
between the proposed method and existing methods. Except for Pre
(p < 0.05), there is no statistical significance between the proposed
method and the nnUNet, for most of the evaluation metrics.

Fig. 6 shows four cases of 3D segmentation results on the testing
data using different backbones. From the first to the last columns are

the original images, segmentation results of 3D UNet, 3D ResUNet,
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Fig. 5. Segmentation results on testing data using different architectures. Green, orange, blue, cyan and red lines are the ground truth, as well as the segmentation results using
3 × 3 × 3 conv, 3 × 3 × 3 conv with dilation 2, 5 × 5 × 5 conv, and searched operators, respectively.
Table 7
Comparison with other segmentation networks. (MeanStd).

Network Params Training time DSC (%) JI (%) HD (mm) Pre (%) Rec (%)

3D UNet (Çiçek et al., 2016) 19.1M 5.4 h 64.525.3 52.023.7 11.07.44 76.925.7 61.729.0
3D ResUNet (Lee et al., 2017) 19.5M 5.8 h 65.424.7 52.823.2 10.17.57 76.326.6 61.427.2
VNet (Milletari et al., 2016) 45.6M 7.7 h 70.620.4 57.720.0 7.695.81 79.518.8 69.724.9
D2UNet (Cao et al., 2021) 2.0M 11.3 h 73.619.4 61.119.6 5.945.28 80.321.3 72.821.2
nnUNet (Isensee et al., 2021) 30.8M 45.5 h 78.114.1 65.916.1 5.544.05 86.113.7 75.417.4
Ours 20.0M 9.9 h 77.810.3 64.612.4 4.632.41 80.214.5 78.212.4
Table 8
The p-values from the student’s t-test between our methods and other segmentation networks.

Network DSC JI HD Pre Rec

Ours vs. 3D UNet (Çiçek et al., 2016) 4.32e−5 1.77e−5 4.28e−7 0.287 8.33e−6
Ours vs. 3D ResUNet (Lee et al., 2017) 2.04e−4 1.05e−4 1.15e−5 0.271 4.74e−6
Ours vs. VNet (Milletari et al., 2016) 5.79e−3 4.10e−3 1.77e−4 0.784 2.84e−3
Ours vs. D2UNet (Cao et al., 2021) 3.48e−2 0.502 3.98e−2 0.397 6.96e−3
Ours vs. nnUNet (Isensee et al., 2021) 0.836 0.491 0.207 4.74e−7 0.175
VNet, D2UNet, nnUNet and Auto-DenseUNet, and the ground truth.
Green circle in the first column shows approximate location of breast
mass. As shown in Fig. 6, in most cases, our method achieves better
segmentation results compared with other backbones, with less errors
in both large and small breast masses.

To test the generalization of our proposed method and other meth-
ods on different mass sizes, we divide the testing data into four groups
according to the mass volume size, as shown in Table 1. Fig. 7 shows
boxplots of HD under different volume size groups and different back-
bones in the testing data set. It can be seen that our method performs
better than other methods in both groups of (0, 500] mm3 and (1000,
3000] mm3, with greater mean value and smaller standard deviation.
In addition, in most cases, our method has less outliers, which are often
caused by false positive regions in the segmentation results.

4.5. Comparison with existing methods in the ABUS dataset

In this section, we also compare our Auto-DenseUNet with existing
methods on ABUS breast mass segmentation task, as shown in Table 9.
95HD is 95% Hausdorff distance (Zhou et al., 2021a), which is often
used to remove the influence of outliers in segmentation results. As
there is no publicly available ABUS dataset, the comparison results in
Table 9 are obtained from their own dataset. That is, these results are
reported in their original article. As shown in Table 9, our proposed
method achieves a competitive result compared with other methods on
ABUS mass segmentation. Though the DSC is the same as (Zhou et al.,
2021a), our method achieves a better 95HD (2.21 mm) than (Zhou
et al., 2021a), indicating better boundary similarity with the ground
truth. However, it is worth noting that the comparison in Table 9 is
not very fair, since the dataset and the configurations used in these
methods are different.
8

Table 9
Comparison with existing algorithms on ABUS mass segmentation.

Method Year DSC 95HD (mm)

Tan et al. (2016) 2016 0.73 –
Agarwal et al. (2017) 2017 0.69 –
Kozegar et al. (2018) 2018 0.74 –
Wang et al. (2020) 2020 0.58 –
Cao et al. (2021) 2021 0.76 2.56
Zhou et al. (2021a) 2021 0.78 3.30
Ours – 0.78 2.21

Table 10
Five-fold cross-validation results using different methods in the publicly available
cardiac MRI dataset (MeanStd). The notion ‘–’ in Std means data are not provided
in the reference paper.

Methods DSC (%)

ResUNet (Lee et al., 2017) 89.60 –
Human- VNet (Milletari et al., 2016) 91.881.91
designed D2UNet (Cao et al., 2021) 92.661.94

nnUNet-fullres (Isensee et al., 2021) 93.28 –
nnUNet-ensemble (Isensee et al., 2021) 92.68 –

NAS

SCNAS (Kim et al., 2019) 91.29 –
SCNAS (transfer) (Kim et al., 2019) 91.91 –
RONASMIS (Bae et al., 2019) 92.72 –
Auto-DenseUNet (Ours) 92.881.58

4.6. Comparison with existing methods in the cardiac dataset

To further verify the effectiveness of the proposed method, seg-
mentation results of the proposed Auto-DenseUNet and the existing
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Fig. 6. Segmentation results using different networks.
Fig. 7. Boxplot of HD under different volume size groups and different networks.

human-designed networks and NAS approaches on the publicly avail-
able cardiac MRI dataset are compared, shown in Table 10. Because
labels of the testing data set in the cardiac MR dataset are not publicly
available, we follow the existing works (Isensee et al., 2021; Kim et al.,
2019; Bae et al., 2019) that evaluated segmentation performance with
5-fold cross validation on the training data set, not on the testing
data set. For a fair comparison, results of nnUNet are reported in
the original article, where nnUNet-fullres indicates nnUNet with 3D
full resolutions, and nnUNet-ensemble indicates the best ensemble
using the 2D U-Net and the 3D full resolution U-Net combination. All
9

methods in Table 10 were trained with the same five-fold training-
validation splits as nnUNet. We implement the VNet and DenseUNet,
and train the two networks using the same training configurations as
our Auto-DenseUNet. Segmentation results of the remaining human-
designed networks are reported in the RONASMIS. The results of the
NAS approaches are reported in their own article. It is worth noting that
except for the nnUNet-ensemble method, no ensembling, testing time
augmentation or post-processing are used to achieve final results. From
Table 10, it can be seen that except for nnUNet-fullres, our proposed
Auto-DenseUNet achieves the best DSC compared with the existing NAS
and the human-designed networks, indicating the effectiveness of the
proposed method.

5. Discussion

In recent years, deep learning based methods have made outstand-
ing progress in medical image segmentation, and outperform traditional
the hand-crafted-feature based algorithms significantly. However, de-
signing segmentation network for a particular dataset is time-costing,
and heavily relies on prior knowledge and experience of researchers.
Consequently, a promising research direction to solve this problem
is NAS, which aims to search the optimal architecture with the least
intervention of human designers. Base on this observation, we study
the NAS-based ABUS mass segmentation problem. As shown in Table 5,
although the Auto-DenseUNet does not have regular operators like the
human-designed network, the searched architecture outperforms other
networks significantly.

We employ the densely-connected structure intensively in the search
space, including the dense block in reduction cell (shown in Fig. 2(b))
and connections between two cells (shown in Fig. 2(a)). This is based
on the success of many human-designed networks (Li et al., 2018; Dolz
et al., 2019) and searched architecture by NAS (Ji et al., 2020). Besides,
the motivation behind the densely-connected structure is due to several
observations (Huang et al., 2017). First, direct connections between
all feature maps improve information and gradient flows throughout
the entire network. Second, the dense connectivity pattern has better
parameter efficiency, since there is no need to re-learn redundant
feature maps. Third, the dense connections have a regularization effect,
which reduces the risk of over-fitting on tasks with smaller datasets. In
the searched architecture, it can be seen that most connections between
cells are preserved, indicating that the dense connections are necessary
in our ABUS mass segmentation task.
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Besides dense connections, information fusion from multi-levels is
another factor that improves the performance of our method. Different
from existing methods (Zhou et al., 2020; Ronneberger et al., 2015) that
only add skip connection between same-scale feature maps, we explore
feature fusion in different scales. Intuitively, the network is able to ex-
tract richer feature representations when aggregating information from
different scales. As shown in Table 4, the Auto-DenseUNet achieves
significant improvement when including the multiscale information
fusion scheme, indicating effectiveness of our proposed method.

The contiguous relaxation makes it difficult to search on a large
search space with high degree of freedom, as it consumes too much
computational memory. This challenge is more severe in the ABUS
mass segmentation due to the heavier computational burden brought
by 3D volumes. With the proposed decoupled search training strategy,
our method can put more emphasis on first searching the optimal cell
architecture and network architecture. Then, the optimal feature map
numbers can be determined in the searched architecture, as shown in
Table 3. Experimental results in ablation studies prove the effectiveness
of the decoupled search training method. This strategy makes our
search space larger and deeper than the existing methods on 3D medical
image segmentation. An alternative solution to this problem is to use
the patch-based training strategy, where each volume is cropped into
several patches. However, the drawback of patch-based approach is
that it loses global structural information of ABUS volumes. Without
global information, more false positives could be introduced to the seg-
mentation result, since many normal tissues and artifacts have similar
shapes and intensities as breast masses.

Although our proposed method does not outperform the nnUNet in
most of metrics according to Table 7, the results in Table 8 shows no
significant difference between our proposed method and the nnUNet.
This indicate the results by our proposed method are similar to those
by the nnUNet. In addition, from the boxplot in Fig. 7, it can be
seen that the results by our proposed method are more stable in both
breast mass groups of (0, 500] mm3 and (1000, 3000] mm3, with
reater mean value and smaller standard deviation than those by the
nUNet. Nevertheless, many excellent rule-based configurations are not
ncluded in our search space, which are worth exploring in the NAS-
ased method. In the future, we will also learn experience from nnUNet
o design a new search space with higher degree of freedom.

One possible limitation of our proposed Auto-DenseUNet is as-
uming same data distribution of the dataset used in the searching
nd training procedures. Actually, image distributions under different
ospitals, different acquisition equipment, and different acquisition
arameters could be quite different. Hence, the performance of the
ptimal architecture searched in one dataset may decrease when used
n another dataset, even if these two datasets are of the same imaging
odality. How to address the domain shift across different datasets

n NAS is an interesting future direction to explore. Besides, we only
egment breast masses in ROI, which may increase segmentation com-
lexity in practice. This is because segmenting breast masses in the
hole volume can face more challenge, such as random breast mass

ocations and limited GPU memory. In the future, we will design more
ffective networks to segment breast masses within the whole volume.

. Conclusion

In this paper, we have designed an Auto-DenseUNet for breast
ass segmentation in 3D ABUS images. Specifically, a novel search

pace with multi-scale feature aggregation scheme is constructed to
ncourage information fusion throughout the segmentation network.
lso, a decoupled search training strategy is suggested to alleviate the
omputational memory limitation caused by the continuous relaxation
earching approach and the 3D medical images. Quantitative and qual-
tative results on 50 testing ABUS volumes reveal that our proposed
uto-DenseUNet performs better than most of human-designed archi-

ectures, as well as existing methods, on ABUS mass segmentation.
n the future, a search space with higher degree of freedom will
e designed to further improve our proposed method, based on the
uccessful experience of nnUNet.
10
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